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Making	it	more	automa2c	
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How	it	could	work	
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An	actual	example:	my	project	
•  Do	Galac2c	star	clusters	contain	Intermediate	Mass	
Black	Holes	(IMBHs)?	

•  IMBHs	=	BHs	more	massive	than	stellar	BHs	(>	some	
10	MSun)	and	less	massive	than	Supermassive	BHs	(<	
105	MSun)	

•  Gravita2onal	wave	astronomy	gave	us	the	first	firm	
detec2on	of	such	black	holes	

•  Electromagne2c	astronomy	s2ll	did	not	provide	a	
firm	detec2on	



Compe2ng	
		theories	

Do	Galac2c	star	clusters	contain	Intermediate	
Mass	Black	Holes	(IMBHs)?	YES/NO	

In	my	project:	compe2ng	theories	=	
IMBH	yes	/	no	



~2000	MOCCA	(Monte	Carlo)	simula2ons	+	
Direct	N-body	simula2ons...	“realis2c”	->	will	
be	presented	in	proof-of-concept	paper	
Pasquato	2018	submiPed	

In	my	project:	simula2ons	already	fully	run	

Simula2on	



Mock	data	being	produced	with	COCOA	
sogware;	preliminary	results	with	feature-
based	approach	

In	my	project:	mock	images	from	
simula2ons	with	COCOA	

Mock	data	



Two	example	images	

In	my	project:	mock	images	from	
simula2ons	with	COCOA	

Mock	data	



Classifiers	on	images:	deep	convolu2onal	
neural	net;	simpler	classifiers	already	tested	on	
feature	based	approach	

In	my	project:	mock	images	classified	
with	deep	convolu2onal	neural	nets	

Training	 Trained	machine	
	learning	model	

(classifier)	



By	the	way,	what	is	machine	learning?	
•  Machine	learning	is	teaching	computers	by	example	
instead	of	programming	them	

•  Make	a	classifier	that	eats	data	and	spits	(IMBH	yes	/	
IMBH	no)	

•  This	easily	generalizes	to	any	data,	to	any	yes/no	
ques2on	



But...	everybody	is	doing	this	already	
how	is	your	project	new?	

•  Ever	heard	of	Galaxy	Zoo:	
hPps://www.zooniverse.org/about/publica2ons	

•  Wonder	why	facebook	wants	you	to	click	on	this:		

You	are	hand-labeling	data	(for	free)	to	train	a	classifier!	
(search	for	“sen=ment	analysis”)		



No	hand	labelling	in	our	case	

•  We	can’t	hand	label	real	observa2ons	with	
IMBH/no	IMBH	because	we	don’t	know	

•  So	we	run	simula2ons	(where	we	know,	by	
construc2on,	if	IMBH	is	there	or	not)	

•  Train	on	simula2ons,	predict	on	observa2ons	
•  This	is	what	makes	my	project	new	



Train/deploy	mismatch	

•  We	have	no	real	data	with	reliable	labels	
(IMBH	host	/	non-host)	

•  Of	course:	we	do	not	know	which	clusters	are	
an	IMBH	host	in	the	first	place	

•  The	classifiers	are	trained	on	simula2ons,	
where	we	know	who	is	an	IMBH	host,	by	
construc2on	

•  But	they	will	be	deployed	on	real	data	



Fake	it	un2l	you	make	it	
•  You	only	ever	see	(bad)	drawings,	but	you	have	to	
classify	real	pictures!	

•  What	to	do?	
•  Make	the	drawings	as	similar	as	possible	to	real	
pictures:	we	need	good	mock	observa2ons	

Simula2on	Real	observa2on	

Lenna	

Lenno	



Good	mock	observa2ons	

•  Two	criteria:	
1.  A	classifier	cannot	discriminate	mocks	from	real	

observa2ons	based	on	the	same	features	as	the	
IMBH/noBH	classifier	

2.  an	astronomer	(student)	cannot	discriminate	
mocks	from	real	observa2ons	in	a	blind	test	

•  2	is	an	astronomical	Turing	test	
•  I	am	working	on	this	with	a	master’s	student	
(Mr.	Piero	Trevisan)	



A	step	back:	current	results	
2000	simula2ons	of	star	clusters	using	
MOCCA,	an	all-inclusive	Monte	Carlo*	
code	(Hypki	&	Giersz	2013)	
		
MOCCA	Survey	Database	I	(Askar	et	al.	
2017)	
	
~1300	simula2ons	evolved	to	12Gyr,	
~40%	produced	an	IMBH	
	
	
*a	Fokker-Planck	code	that	is	solved	using	
Montecarlo	techniques	



•  Log	mass	of	the	
heaviest	BH	in	each	
simula2on	at	12Gyr	
is	bimodal	

•  IMBHs	are	well	
separated	from	
stellar-mass	BHs	->	
classifica2on	into	
IMBH	host	/	not	
host	is	jus2fied	

NO	IMBH	 IMBH	



•  Mass	
density	
profile	at	
quan2les	of	
the	radius	
(within	FOV,	
for	selected	
stars)	

•  4D	feature	
space:	2	bin	
mids	+	2	
densi2es	



Feature	space	

We	need	to	find	a	bounduary	between	orange	(IMBH)	and	blue	(NO	
IMBH)	points...	remember?	
The	simple	example	(right)	is	2-D,	the	real	one	is	4-D	



Learning	how	to	learn		
•  Selected	algorithms	(R	libraries)	
– k-nn	(FNN):	a	point	is	orange	if	the	majority	of	its	k-
nearest	neighbors	in	feature	space	is	orange;	

– svm	(e1071):	the	feature	space	is	transformed	into	a	
much-higher	dimensional	space,	where	it	is	easy	to	
linearly	separate	the	orange	points	from	the	blue;	then	
the	separa2ng	hyperplane	is	transformed	back;	

– decision	trees	(party):	the	feature	space	is	recursively	
par22oned	along	one	of	its	20	dimensions	so	that	each	
split	improves	the	division	between	blue	and	orange;	

– neural	net	(h2o	/	keras	in	python	not	in	R):	the	hoPest	
algorithm,	aka	deep	learning.	I	run	out	of	space	to	
explain	it.	



Measuring	performance	
with	cross	valida2on	

•  Evaluate	the	trained	model	on	unseen	data,	but	s2ll	
use	all	data	we	have	(here	data	=	mock	observa2ons)	

•  Split	data,	use	subset	for	training	and	complement	for	
tes2ng	

•  Loop	over	data	(here	five	2mes,	5-”fold”	CV)	



Comparing	ROCs	•  knn	(k	=	7)	
•  svm	
•  random	forest	
•  fully	connected	
neural	net	

•  ROC	curve	from	5-
fold	CV,	2-sigma	
CA	from	100	
itera2ons	

•  Who	performs	
bePer?	Can	you	
tell?	



Best	classifiers	(neural	net,	random	forest)	achieve	

	>	80%	true	posi2ve	rate	
at	10%	false	posi2ve	rate	

	

and	this	is	NOT	SO	BAD	
	



The	end?	

“This	project	has	received	funding	from	the	
European	Union’s	Horizon	2020	research	and	
innova=on	programme	under	the	Marie	
Skłodowska-Curie	grant	agreement	No	664931”	



Not	the	end	yet	
•  Conferences,	talks,	teaching:	
–  Santorini	MODEST	mee2ng	(June	2018,	contrib.	talk)	
–  Innsbruck	University	(Apr.	2018,	invited	seminar)	
–  Held	12-hour	course	for	Ph.D.	students	in	Padova	univ.	on	
machine	learning	for	astronomy	

–  Supervising	a	master’s	student	(Mr.	Piero	Trevisan),	
supervised	a	bachelor’s	student	(Ms.	Erica	Greco)	

•  Achievements:	
–  ISCRA	C	project	at	Cineca	approved	(200’000	core-hours	

on	DAVIDE	GPU	cluster)	
–  SubmiPed	Pasquato	et	al.	2018	to	MNRAS,	proof	of	

concept	paper,	1st	referee	report	
–  3	bonus	papers	(unrelated	projects):	Ballone,	Mapelli	&	

Pasquato	2018	MNRAS	480,	4684;	Pasquato,	Miocchi	&	
Yoon	2018	ApJ	accepted;	de	Angelis	et	al.	JHEA	19,	1	








